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bstract

Computational fluid dynamics (CFD) codes are increasingly being used in the liquefied natural gas (LNG) industry to predict natural gas
ispersion distances. This paper addresses several issues regarding the use of CFD for LNG dispersion such as specification of the domain, grid,

oundary and initial conditions. A description of the k–ε model is presented, along with modifications required for atmospheric flows. Validation
ssues pertaining to the experimental data from the Burro, Coyote, and Falcon series of LNG dispersion experiments are also discussed. A description
f the atmosphere is provided as well as discussion on the inclusion of the Coriolis force to model very large LNG spills.

2006 Elsevier B.V. All rights reserved.
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. Introduction

When liquefied natural gas (LNG) is spilled onto land or
ater, it rapidly vaporizes to form a natural gas cloud. One of the

equirements in performing a hazard analysis related to a LNG
pill is to determine the maximum extent from the spill at which
he lower flammability limit (LFL) is reached within the natural
as cloud. One tool that is being increasingly used in industry
or LNG dispersion modeling is computational fluid dynamics
CFD) codes. This paper addresses boundary and initial condi-
ion treatment when using CFD codes for this application, as
ell as validation issues and requirements.
The main purpose of this paper is to provide a useful assem-

ly of available information so that the sectors of industry using
FD for this application will have a convenient reference for
uidance. The focus will be on the k–εmodel for turbulent trans-
ort since this model is the one most commonly available in

ommercial codes. Relative to other models, such as large eddy
imulation (LES) or algebraic stress models, it has a low compu-
ational cell requirement and has fast computational run times.

∗ Corresponding author. Tel.: +1 505 284 8280; fax: +1 505 845 3151.
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ence, codes using this model can be run on single processors
n a reasonable length of run time.

It is instructive to describe the nature of a natural gas cloud to
ive an understanding of what features are required in a model.
ince LNG is a cryogen at a temperature of 111 K (−260 ◦F),

t rapidly vaporizes when it is spilled onto land or water at a
uch higher temperature. The natural gas cloud is usually vis-

ble due to entrainment and consequent condensation of water
apor in the atmosphere. The evolving vapor propagates down-
ind at roughly the wind speed or less, depending on cloud size

nd atmospheric stability and has a very low height to lateral
imension ratio due to the vapor density which is initially 1.5
imes that of air. The density decreases as air is mixed in and
ooled, principally at the peripheral regions of the cloud so that
he cloud’s core will be at the lowest temperature and hence the
ighest density. As the cloud moves downwind, air mixes with
he cold LNG vapor, which cools the air, keeping the mixture
enser than the ambient air even though the LNG vapor itself
ay be slightly less dense than the ambient air. Eventually the
NG vapor cloud will be completely mixed with air and will
ilute. The only mechanism for the cloud to become buoyant
nder extremely low wind speeds and very stable conditions

ill be by contact with the ground or water surface allowing for

he cloud to lift off the surface from the heat transfer. Natural
as vapors must be at 166 K (−160 ◦F) to be neutrally buoyant
n air at 289 K (60 ◦F).

mailto:aluketa@sandia.gov
mailto:rpkoopman@comcast.net
dx.doi.org/10.1016/j.jhazmat.2006.10.023
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Nomenclature

cp Specific heat at constant pressure (J/(kg K))
CFD computational fluid dynamics
d displacement length (m)
DNS direct numerical simulation
E mass flux of water vapor (kg/(m2 s))
f Coriolis parameter (s−1)
h planetary boundary layer height (m)
H sensible heat flux (W/m2)
k turbulent kinetic energy (m2

/s2)
Kh eddy diffusivity of heat (m2/s)
Km eddy viscosity (m2/s)
L Obuhkov length (m)
LES large eddy simulation
LFL lower flammability limit
LNG liquefied natural gas
p exponent of power law function
P pressure (Pa)
P0 reference pressure (Pa)
PBL planetary boundary layer
q* specific humidity scale (kg water vapor/kg air)
Q specific humidity (kg water vapor/kg air)
Qo specific humidity at zo (kg water vapor/kg air)
RANS Reynolds Averaged Navier–Stokes
Ri Richardson number
Ro Rossby number
RPT rapid phase transition
Rs Reynolds-stress tensor
T temperature (K)
T* temperature scale (K)
u* friction velocity (m/s)
U x-component velocity (m/s)
Ug geostrophic x-component velocity (m/s)
Ur reference velocity (m/s)
vg gas phase velocity at LNG pool surface (m/s)
V y-component velocity (m/s)
Vg geostrophic y-component velocity (m/s)
W z-component velocity (m/s)
z vertical coordinate
zo surface roughness length (m)
zr reference height (m)

Greek letters
ε turbulence dissipation rate (m2/s3)
Γ adiabatic lapse rate (K/m)
ϕ latitude (◦)
κ von Karman constant (∼0.4)
θ potential temperature (K)
θo potential temperature at zo (K)
ρ density (kg/m3)
ρg gas phase density at LNG pool surface (kg/m3)
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Since LNG is comprised primarily of methane (85–95 vol%)
he lower flammability limit of interest is that of methane whose
FL is 5% concentration by volume, or alternatively 2.76% by
ass in air. The conversion factor between the two is the ratio of
olecular weights of methane to air. The distinction of whether

he concentration is by volume or mass is very important since
odes can have default units with can be either one of these.

The maximum distance to the LFL is mainly a function of
pill rate, atmospheric conditions, and the presence of obsta-
les or terrain features. The maximum distance to LFL will
ncrease for increasing spill rate. At a particular spill rate, ini-
ially the cloud will propagate downwind and the LFL distance
ill increase until a steady state is reached where the evapo-

ation rate matches the spill rate. At this point the maximum
istance to LFL is affected only by fluctuations in atmospheric
onditions or obstacles. At a given spill rate, atmospheric con-
itions significantly affect dispersion distances. Typically, the
lassification of ‘stable’ and low wind speeds will result in the
urthest distance to the LFL. Classifications, which character-
ze atmospheric conditions, will be described in a later section.

hen obstacles or terrain features are present they can either
esult in flow patterns which enhance gravity flow, increasing
FL distance, or increase mixing or provide containment which
ill reduce the distance to LFL.
Hence, from the above description it is evident that turbu-

ent mixing of the cloud with the atmosphere, either through
uoyancy, shear or other mechanical driven mechanisms, is a
eature that must be adequately modeled in a CFD code, as well
s the heat transfer that occurs between the much lower tem-
erature cloud, the atmosphere, and the surface. The following
ection describes characteristics and classifications of the atmo-
phere and the effect on maximum distance to LFL. Then a
escription of the standard k–ε turbulence model and required
odifications for atmospheric flows is provided, followed by
discussion on computational specifications such as bound-

ry and initial conditions. Finally, validation using experimental
ata obtained from the Burro, Coyote, and Falcon test series are
iscussed.

. Description of the atmosphere

There are several sources providing discussion and review of
he characteristics of the atmosphere [1–6]. A brief description
s given here to aid in the discussion to follow on the application
f boundary and initial conditions. The atmospheric or planetary
oundary layer (PBL) is defined as the layer in which Earth’s
urface affects the atmosphere through momentum, heat, and
oisture exchange occurring over time scales of a few hours to

ess than a day [1]. The PBL is the region of interest for LNG dis-
ersion in light of the typical volumes (∼200,000–300,000 m3)
f LNG contained in facilities currently being considered and
he possible cloud heights and dispersion time scales from such
pills. The height of the PBL varies, depending on several fac-

ors such as heat exchange between the Earth’s surface and the
tmosphere, wind speed, surface roughness, and topographical
haracteristics. The height can vary between tens of meters to
everal kilometers and will typically be between roughly 250 m



5 azar

i
T
t
r
h
[
a
s

t
e
P
a
d
t
p
i
r
c
t
t
a
c

o
(
t
a
(
a
g
l
t

u
p
i
m
a
c
i
s
f
g
a
a

h

w
a
t
l

k
f

a
[

w

u

L

a
h
t
e
o
a
s
a
v
a
p
a
s
b

θ

w
l
a

u
p
t
z
c
o
v
m
s
k
m
e

06 A. Luketa-Hanlin et al. / Journal of H

n the morning and 0.2 and 5 km during the late afternoon [1].
he top of the PBL is usually defined as the height at which

urbulent motion is not significant. The lowest part of the PBL,
oughly 10%, is called the surface layer in which momentum,
eat, and moisture vertical fluxes do not vary by more than 10%
5]. Due to the small flux variations the surface layer has been
menable to similarity theories such as the Monin–Obukhov
caling theory, applicable only to the surface layer.

The condition of the PBL is classified as either unstable, neu-
ral, or stable. When turbulence generation dominates, produced
ither through unstable stratification or mechanical effects, the
BL is in an unstable condition. In neutral conditions, buoy-
ncy influences are not significant, and the temperature profile
ecreases upwards at the adiabatic lapse rate defined as a ver-
ical temperature distribution in which an upward moving fluid
article will always be at the local temperature. For thermal
nstability to occur, the temperature profile must decrease at a
ate greater than the adiabatic lapse rate [7]. Stable conditions
orrespond to the damping of turbulent motion, which can occur
hrough stable temperature or density gradients. Stable condi-
ions usually occur in conjunction with low speeds (∼2–4 m/s)
nd typically during the night or early morning, while unstable
onditions usually occur during the day.

These conditions have been characterized by several meth-
ds. The most popular is the Pasquill–Gifford stability classes
A–F) [8], with ‘A’ corresponding to extremely unstable and ‘F’
o moderately stable conditions. The stability condition of the
tmosphere significantly affects the dispersion of the natural gas
NG) cloud. It has been found from experiment [9] that stable
tmospheric conditions (E, F) with low speeds results in the
reatest LFL distances. This is due to the suppression of turbu-
ence from stable stratification, hence mixing is suppressed and
he cloud propagates further downwind before diluting.

Of prime importance when performing a CFD simulation is
sing appropriate boundary and initial conditions. For LNG dis-
ersion, this involves obtaining representative profiles of veloc-
ty, temperature, and humidity of the atmosphere. As previously

entioned the Monin–Obukhov theory has provided a reason-
ble representation of the surface layer for all but ‘very stable’
onditions where turbulence becomes highly non-uniform and
ntermittent. The theory is based on the assumptions that the
hear stress is constant in this layer, that mean variables are a
unction of height only, and is applicable to a horizontally homo-
eneous and stationary flow field. The surface layer extends to
pproximately 10% of the height, h, of the PBL which can be
pproximated by

= 0.4

(
u∗L
f

)1/2

(1)

here u* and L, to be defined shortly, are the friction velocity
nd Obuhkov length. The Coriolis parameter, f, is related to
he rotational speed of the Earth, Ω (≈7.292 × 10−5 s−1), and

atitude, ϕ (◦), as f = 2Ω sinϕ.

The height is also sometimes defined as where the turbulent
inetic energy is 5% of its surface value [10]. The flux relations
or velocity, potential temperature, and specific humidity, U, θ,

φ

φ
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nd Q, respectively, in the surface layer can be represented by
1,6]:

∂U

∂z
= u∗
κz
φm

( z
L

)
(2)

∂θ

∂z
= T∗
κz
φh

( z
L

)
(3)

∂Q

∂z
= q∗
κz
φw

( z
L

)
(4)

here

∗ =
(
τ

ρ

)1/2

, T∗ = − H

ρcpu∗
, q∗ = − E

ρu∗
(5)

= −u
3∗ρcpT
κgH

(6)

nd τ, H, T, and E are the surface values of shear stress, sensible
eat flux, temperature, and mass flux of water vapor, respec-
ively. When significant evaporation occurs such as in ocean
nvironments it is important to take into account the transfer
f water vapor. Land environments with low evaporation, such
s deserts with little vegetation, will not require Eq. (4). The
caling parameters u*, T*, and q* are the velocity, temperature,
nd specific humidity scales. The von Karman constant, κ, has a
alue of around 0.4. The Obukhov length, L, has units of length
nd represents the height at which buoyant destruction and shear
roduction of turbulence is on the same order. The specific heat
t constant pressure, cp, and the density, ρ, are evaluated near the
urface. The potential temperature, θ, is related to temperature
y:

= T

(
P0

P

)n
(7)

∂θ

∂z
= θ

T

(
∂T

∂z
+ Γ

)
∼= ∂T

∂z
+ Γ (8)

here n = 0.286, P0 a reference pressure, and Γ , the adiabatic
apse rate, equal to approximately 0.01 K/m for an unsaturated
tmosphere.

The functions φm, φh, and φw in Eqs. (2)–(4) must be eval-
ated empirically. All of the φ relations are a function of the
arameter, z/L, which represents the ratio of turbulence produc-
ion of that due to shear versus buoyancy. Negative values of
/L indicate an unstable condition, while positive values indi-
ate stable. It should be pointed out that the functional form
f the φ equations has been well established, however, there is
ariation on what the constants are for these equations due to
easurement errors and the ideal condition assumptions of the

imilarity theory. Thus, the following equations for φm, φh, φw,
, and ε should be interpreted as providing trends and order of
agnitude estimates. For practical applications the following

mpirical relations can be used [6]:
2
m = φh = φw =

(
1 − 15

z

L

)−1/2
, for

z

L
< 0 (9)

m = φh = φw = 1 + 5
z

L
, for

z

L
≥ 0 (10)
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nce u*, T*, and q* are evaluated, and Eqs. (9) and (10) substi-
uted into Eqs. (2)–(4) and integrated, the velocity, temperature,
nd specific humidity profiles can be determined. These pro-
les can then be utilized as boundary and initial conditions for
CFD simulation. After the aforementioned substitutions and

ntegration the following relations result:

n z− ψm = κ

u∗
U + ln zo (11)

n z− ψh = κ

T∗
θ − κ

T∗
θo + ln zo (12)

n z− ψh = κ

q∗
Q− κ

q∗
Qo + ln zo (13)

here ψm and ψh are:

m =
∫ z

zo

(
1

z
+ φm

z

)
dz (14)

h =
∫ z

zo

(
1

z
+ φh

z

)
dz (15)

he limits of integration are from zo to z, where zo is the sur-
ace roughness length. The roughness length can vary between
0−4 m for calm open oceans to up to around 3 m for cities
ith tall buildings, and is usually determined from wind profile
easurements. When there are tall obstacles, such as trees and

uildings, a zero-plane displacement length, d, is introduced
nto the flux equations by replacing z with z–d. The displace-

ent length provides a new reference level above the obstacles in
hich a logarithmic profile can be applied with u = 0 at z = zo + d.
ypically, d is roughly 70–80% of the obstacle height.

In practice u*, T*, and q* are estimated from measurements of
ean velocity, temperature, and humidity at two or more heights
ithin the surface layer, which are significantly above roughness

lements. There are several methods to calculate these scaling
arameters [5,6]. One commonly used technique is the profile
ethod, which involves measurements at more than two heights.
irst the Richardson number, Ri, as a function of zm, defined as
m = √

z1z2, is plotted from consecutive pairs of these measure-
ents. The following expression for Ri can be used:

i = g

T0
zm

∂θv/∂z

(∂u/∂z)2 ln

(
z2

z1

)
(16)

he virtual potential temperature, θv, in Eq. (16) takes into
ccount the presence of water vapor in the air. It is defined as

∂θv

∂z
∼= ∂Tv

∂z
+ Γ (17)

here Tv = T(1 + 0.61Q).
The gradients in Eq. (16) can be represented well with a
ogarithmic approximation for unstable conditions.

∂ξ

∂z
∼= �ξ

zm ln(z2/z1)
(18)

T
r

K
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linear approximation has been found to be more representative
or stable conditions.

∂ξ

∂z
∼= ξ2 − ξ1

z2 − z1
(19)

he Richardson number is related to zm/L by

zm

L
= Ri, Ri < 0 unstable (20)

zm

L
= Ri

1 − 5Ri
, 0 ≤ Ri < 0.2 stable (21)

iven a plot of Ri versus zm for unstable conditions, or
i/(1 − 5Ri) versus zm for stable conditions, Eqs. (20) and (21)
an be used to determine the slope L.

The next step is to plot best-fitted lines of U versus ln z −ψm,
versus ln z −ψh, Q versus ln z −ψh from which the slopes of
qs. (11)–(13) can be found (i.e. κ/u*, κ/T*, and κ/q*). This then
llows for the determination of u*, T*, and q*, and hence the
urface fluxes from Eq. (5). The intercepts of Eqs. (11)–(13) can
lso be found in order to determine zo, Qo, and θo, the specific
umidity and potential temperature at z = zo, respectively.

The region above the surface layer (≈0.1 h) is termed the
ixed layer where velocity, potential temperature, and specific

umidity are essentially uniform in unstable conditions due to
echanical and buoyant mixing. Above this region for unstable

onditions, the temperature gradient is positive which provides
n elevated inversion layer. Mixing is suppressed in this layer and
ence, it can be expected that this would be the limiting height
f a dispersing medium such as a pollutant or NG cloud. Outside
he PBL, velocities are governed by a geostrophic balance, that
s, a balance between pressure gradients and the Coriolis force.
bove the surface layer under stable conditions, the velocity
eld will be closer to that of a geostrophic balance since buoy-
nt mixing is not as strong. The geostrophic velocities, Ug and
g, horizontal x- and y-components, respectively, can be deter-
ined from pressure and temperature measurements by using

he following relations:

g = − 1

ρf

∂P

∂y
, Vg = 1

ρf

∂P

∂x
(22)

o take into account the baroclinic effect of horizontal tempera-
ure gradients, the following approximation is typically used to
etermine velocities as a function of height.

∂Ug

∂z
= − g

fT

∂T

∂y
+ Ug

T

∂T

∂z
∼= − g

fT

∂T

∂y
(23)

∂Vg

∂z
= g

fT

∂T

∂x
+ Vg

T

∂T

∂z
∼= g

fT

∂T

∂x
(24)

n addition to knowledge of velocity, temperature, and humidity
rofiles, turbulent kinetic energy and dissipation profiles at the
nlet are required for application of the k–ε turbulence model.

he eddy viscosity, Km, and eddy diffusivity of heat, Kh, can be

elated to the φ functions as follows:

m = κzu∗
φm

(25)
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h = κzu∗
φh

(26)

he relation of the eddy diffusivity in the k–ε model will be
iven in Section 3.

Han et al. [11] compared turbulent kinetic energy and dissipa-
ion rate profiles based upon the Monin–Obukhov similarity and

ixed layer similarity theories to experimental data for different
tability conditions. The mixed layer theory applies to regions
utside the surface layer. They found good agreement for turbu-
ent kinetic energy, but over prediction for dissipation rate. The
redicted dissipation rate followed the data trend indicating that
n appropriate factor would adjust the predicted values to match
he measured values. For conciseness, only the relations for the
table regime are provided in (27) and (28), which are piecewise
nd require smoothing functions. The relations for unstable con-
itions can be found in references [11,12]. For regions above the
BL, k and � can be assumed to be zero.

For stable boundary layers (z/L ≥ 0):

k = 6u2∗

ε = u3∗
κz

(
1.24 + 4.3

z

L

)
⎫⎬
⎭ , z ≤ 0.1h (27)

k = 6u2∗
(

1 − z

h

)1.75

ε = u3∗
κz

(
1.24 + 4.3

z

L

) (
1 − 0.85

z

h

)1.5

⎫⎪⎪⎬
⎪⎪⎭
, z > 0.1h (28)

nother method used to represent velocity profiles for differ-
nt stability classes is the power law relation which has been
ound to fit data reasonably well in the lower PBL, though not
s accurately as the similarity theories. Although it has no the-
retical basis, it is mentioned here because it is commonly used
nd appears as the default option in some available CFD codes.
t is of the form

U

Ur
=

(
z

zr

)p
(29)

here Ur is the velocity at a reference height, zr, typically chosen
s 10 m. The exponent, p, is a function of zo, d, stability class,
nd the height range over which the power law is fitted. If no data
re available for a particular site, typical recommended values
f p range from 0.15 for an unstable atmospheric condition in
n urban area to 0.55 for a stable condition in a rural area. The
xponent can be determined from velocity measurements at two
ifferent heights as

= ln u2 − ln u1

ln z2 − ln z1
(30)

r p can be related to the Monin–Obukhov similarity functions
y

= φm(zr/L)

ln(zr/zo) − ψ(zr/L)
(31)
here the functions φm and ψm are evaluated at zr/L instead of
/L.

There is also another approach to arrive at inlet values beyond
sing the aforementioned similarity functions, however it is

a
c
d
f

dous Materials 140 (2007) 504–517

ore time consuming. The approach involves first perform-
ng a 1-D simulation to obtain velocity, temperature, k, and ε
rofiles, then using these results for boundary and initial con-
itions for a 3-D simulation. For the 1-D simulation, wind
elocity is prescribed at the top boundary and a zero veloc-
ty at the bottom. A temperature or heat flux is prescribed at
he bottom to represent the chosen stability condition. The val-
es of k and ε at the bottom boundary can be derived from
qs. (27) and (28). This is the sequence of steps taken by Scar-
iali et al. for a CFD simulation of heavy gas dispersion over
omplex terrain [13]. Bear in mind that the results obtained
rom the 1-D simulation should agree qualitatively to those
rovided in Section 3, however, quantitatively there might be
ome variation in magnitude (±20%) due to the uncertainty of
he coefficients of the Monin–Obuhkov relations as previously

entioned.

. The k–ε turbulence model

The k–ε turbulence model [14], based on the Reynolds Aver-
ged Navier–Stokes (RANS) equations, is the most validated
nd commonly used model for engineering applications. It has
erformed well for many industrial applications involving con-
ned flows [15]. Its weakness is modeling flows with strong
urvature and stagnation points, though variations of this model
ave been developed to overcome this weakness such as the
NG k–ε turbulence model. Further modifications have been
ade for buoyancy driven and high shear flows. It should be

ointed out that no universal turbulence model exists that can be
pplied to all applications. Different models may perform better
or certain applications than others, and usually within a limited
arametric range. Thus, a CFD user should understand a model’s
imitations by reviewing the literature on model performance, as
ell as performing validation and parametric sensitivity studies.

n this way, a user will have an understanding of the model’s
ange of applicability.

As with all turbulence models, the k–ε model is an approx-
mation to the Navier–Stokes (N–S) equations and as such
equires empirically determined coefficients and empirically
ased assumptions and approximations for the modeled terms.
his is also true for subgrid turbulence-based models, that is,

arge eddy simulation. Only direct numerical simulation (DNS)
olves the N–S equations and does not require modeling of addi-
ional terms that arise due to filtering or averaging. In this respect,
urbulence models share the commonality of invoking approxi-

ations and empiricisms with integral-based models, however,
hey differ significantly by degree. The foundation of the equa-
ions used for CFD is based upon the full 3-D, N–S equations,
nd hence a much lower degree of modeling is required than
or integral-based models. This may or may not be an advan-
age. If the modeling is done poorly, CFD may perform worse
han integral-based models. Thus, the process of verification
nd validation is essential. Given that appropriate verification

nd validation procedures are performed, CFD-based models
an be expected to provide a higher level of accuracy and pre-
ictive capability than integral-based models due to the more
undamental nature of their equations [16,17]. They also offer
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he advantage of modeling flow fields which include complex
errain and obstacles [18].

The standard k–ε model transport equations for k, the turbu-
ent kinetic energy, and, ε, the turbulence dissipation rate, with
he effect of buoyancy included are the following [15]. Overbars
nd tildes indicate Reynolds-averaged quantities.

∂(ρ̄k)

∂t
+ ∂(ρũjk)

∂xj
= ∂

∂xj

(
μt

σk

∂k

∂xj

)
+ Pk +Gk − ρ̄ε (32)

∂(ρ̄ε)

∂t
+ ∂(ρ̄ũjε)

∂xj

= ∂

∂xj

(
μt

σε

∂ε

∂xj

)
+ ε

k
(Cε1Pk + Cε1Cε3Gk − Cε2ε) (33)

here

k = μt

(
∂ũi

∂xj
+ ∂ũj

∂xi

)
∂ũi

∂xj
− 2

3

(
ρ̄k + μt

∂ũk

∂xk

)
∂ũm

∂xm
(34)

t = Cμρ̄
k2

ε
(35)

μ = 0.09, σk = 1.0, Cε1 = 1.44, Cε2 = 1.92 (36)

he turbulent eddy viscosity or diffusivity,μt, is not a flow prop-
rty but will vary depending on the state of turbulence. It can be
etermined by the product of a velocity (k1/2), and length scale
k3/2/ε), computed at each point in the flow by solving the trans-
ort equations for k and ε. The term, Gk, accounts for turbulence
roduction or suppression through buoyancy. There have been
arious formulations for this term, with the most common based
n the Boussinesq approximation [15].

k = μt

ρ̄σk
βgj

∂T̃

∂xj
(37)

here β = 1/T is the thermal expansion coefficient. Various val-
es have been used for Cε3 , ranging from −0.8 for unstable
onditions to 2.15 for stable conditions.

The k–ε model has been successfully used for atmospheric
ows but requires modification of the form or values of the
oefficients [19–23]. Richards and Hoxey [23] showed that for
eutral conditions, and assuming the similarity relations from
he Monin–Obuhkov theory, these coefficients should be of the
orm

μ = u4∗
k2 , σε = κ2

(Cε2 − Cε1 )
√
Cμ

(38)

ecently, Alinot and Masson [19] modified the k–ε model in
he commercially available code, FLUENT, for unstable, neu-
ral, and stable conditions. With modifications to the coefficients,
heir model was able to reproduce the Monin–Obukhov profiles.

hile it has been demonstrated that modifications are required

or the k–ε model to reproduce representative profiles in the
urface layer, the question of what effect error in profile repre-
entation has on LNG dispersion remains to be answered. There
s reason to believe that errors in profile representation by not

n
t
D
t
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odifying the k–ε model are not significant though investiga-
ion of this would still be beneficial. Sklavounos and Rigas [24]
ompared simulation results using the commercially available
ode, CFX, to the experimental results from the Coyote LNG
eries trials [25–27]. They found good agreement for concen-
ration values, with a geometric mean bias of about 0.9 with

slight tendency to overpredict, for tests performed in unsta-
le and stable conditions without modification to the standard
–ε model. The simulation results were well within a factor of
from the experimental results. However, these results pertain

o the surface layer and to flows which are not affected by the
oriolis force.

Due to the motion of the Earth, the laws of motion for atmo-
pheric flows are in an accelerating frame of reference. Thus, the
omentum equations must be modified by the addition of the
oriolis and centrifugal forces. These forces are always present

ince the frame of reference is Earth’s surface, but they may
e neglected if other forces dominate, such as inertial and fric-
ional. The non-dimensional parameters, the Rossby and Ekman
umbers, are used to compare these inertial and frictional forces
o that of the Coriolis force.

ossby number = inertial force

Coriolis force
= V

Df
(39)

kman number = frictional force

Coriolis force
= ν

D2f
(40)

here V, D, f, and ν are a characteristic velocity, characteristic
ength, Coriolis parameter, and kinematic viscosity, respectively.

Since inertial forces typically dominate in atmospheric flows,
he Rossby number (Ro) is used to determine whether the Corio-
is force should be included. Small Ro numbers indicate that the
oriolis force must be included in the equations of motion. For
cean circulations, the Rossby number is about 5 × 10−3 with
∼ 3000 km, V ∼ 1.5 m/s, and f ∼ 10−4 s−1, while for bathtub

ortices Ro ≈ 105, with D ∼ 1 cm, V ∼ 0.1 m/s, and f ∼ 10−4 s−1

25]. At the equator the Coriolis force can be neglected since f = 0
here.

Within the surface and mixed layer, frictional forces become
mportant and under the influence of the Coriolis force the
oundary layer becomes twisted. If the axis of rotation within
he boundary layer is perpendicular to the surface, the bound-
ry layer is termed the Ekman layer, if parallel to the surface
t is termed the Stewartson layer [28]. The flow trajectory is
eflected and additional shear is introduced due to the turning
f the velocity vector with height within the layer. This turn-
ng has been found to be approximately 30◦ or more between
he surface and the top of the boundary layer (up to 300 m) for
stable atmosphere [29]. This effect is called the Ekman spi-

al. Thus, the velocity field is no longer two dimensional as in
he surface layer, but has a non-zero Vg component (horizontal
-direction) to the velocity vector.

The question arises as to whether the Coriolis force can be

eglected for LNG spill volumes up to 300,000 m3, pertaining
o spills over water. If the wind speed is 2 m/s, f ≈ 10−4 s−1, and
, chosen as the greatest dimension (∼10 km) of the NG cloud,

hen the Ro number is about 2, which indicates that the Coriolis
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nd inertial force are both important. Currently, there has been
o simulation that has included both the Coriolis force and the
ynamics of LNG dense-gas dispersion. Thus, this is an area in
eed of further investigation. The main question is: what is the
ffective magnitude of the Coriolis force on the trajectory and
aximum distance to the LFL of the NG cloud?
With the Coriolis force included, the Reynolds-averaged

omentum equations are the following:

Dũ

Dt
= f ṽ− 1

ρ

∂p

∂x
+ ν∇2ũ− Rs (41)

Dṽ

Dt
= −f ũ− 1

ρ

∂p

∂y
+ ν∇2ṽ− Rs (42)

Dw̃

Dt
= − 1

ρ

∂p

∂z
+ g+ ν∇2w̃− Rs (43)

here Rs is the Reynolds-stress tensor and is modeled using the
oussinesq hypothesis by

s = ∂

∂xj

[
μt

(
∂ũi

∂xj
+ ∂ũj

∂xi

)
− 2

3

∂ũk

∂xk
δij

]
(44)

or unstable and stable conditions under the influence of the
oriolis force it has been found that the k–ε model requires
dditional modification to the ε-equation [30–35]. The standard
odel tends to over predict the boundary layer depth and turbu-

ent mixing [34,35].

. Simulation specifications

When using a CFD code, usually there are several options
vailable for boundary conditions and a user must decide what
oundary conditions are most appropriate for their application.
nitial conditions must also be decided, as well as the size of
he domain and the grid. The following addresses these issues
y providing a general description and discussion on the bound-
ry conditions, initial conditions, as well as domain and grid
etermination appropriate for LNG dispersion. The objective
f the following is to point out particular features that a code
ser should be aware of with the assumption that the user has
asic knowledge of condition, domain, and grid application.
etailed discussion and description of these can be found in

36,37].

.1. Boundary conditions

Typically, there are seven boundary conditions required for
n LNG simulation: the inlet, outlet, top, two sides, and bottom
f the computational domain, and additionally the LNG pool
tself as shown in Fig. 1.

.1.1. Inlet
The inlet boundary conditions for the computational domain
re specified by a Dirichlet condition, that is, the values of the
ariables on the boundaries are given. For the k–ε model, this
equires that all components of velocity, k, and ε are provided.

reference pressure of zero is typically assumed at the inlet. In

a
b
T
o

Fig. 1. Boundaries of computational domain.

ddition, temperature and concentration values are required for
NG dispersion. The components of velocity, k, ε, and temper-
ture can be specified from the relations provided in Section 2
r by those obtained from a 1-D simulation as previously men-
ioned. Typically, air is the default species and is provided with-
ut explicit specification. Otherwise, concentration of oxygen
nd nitrogen must be specified. The concentration of methane
ould of course be zero at the inlet boundary of the computa-

ional domain.

.1.2. Outlet
The outlet boundary of the computational domain is pre-

cribed by specifying zero normal gradients for all variables,
xcept pressure. Alternatively, a constant pressure can be speci-
ed at the outlet and mass fluxes calculated through the continu-

ty equation and extrapolation. All other variables are extrapo-
ated as well. This method is preferred when little information is
nown about the flow variables except pressure, and is typically
sed for external flows. In some available codes this boundary
ondition is termed ‘open’, ‘outlet’, or ‘outflow’. This condition
ssumes that the flow is fully developed, unidirectional and vari-
bles are not changing in the flow direction. Thus, it is important
o place this boundary far from the NG cloud otherwise signifi-
ant errors can propagate throughout the domain if this boundary
ondition is not satisfied. Placement of boundaries will be further
iscussed in the section addressing domain size.

.1.3. Top
The top boundary is an external flow boundary. It would seem

hat an ‘open’ flow condition would apply in which the pressure
s specified as described under the outlet condition. However, the
pplication of this condition will significantly alter the specified
nlet flow profile since the prescribed pressure may not provide
he desired velocity value at the top boundary. It would also seem
hat a velocity compatible with the inlet velocity profile should
e specified, but this will be incompatible with the wind profile
nce it is altered by the release of the NG vapors.

Ideally, the NG vapors should be injected into a flow field
hat has a velocity profile representative of the relations given
n Section 2. A slip or symmetry boundary condition along the
op plane will allow for this. A slip boundary condition sets the
oundary velocity as equal to the fluid velocity. This is equiv-

lent to a symmetry condition in which no flow crosses the top
oundary and there is no scalar flux across the top boundary.
hus, the normal component of velocity is set to zero and all
ther variables have boundary values set equal to the flow value.
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he top boundary must be placed sufficiently far away so that
his boundary condition is not violated.

.1.4. Sides
It would seem that an open boundary condition would be

ppropriate for the side external flow boundaries, but for rea-
ons provided in Section 4.1.3 the desired velocity profile will
e significantly altered since pressure or alternatively zero nor-
al velocity gradients are prescribed. Excessive mixing will be

ntroduced into the domain, enough to result in a significant
ecrease in the distance to LFL. The appropriate boundary con-
ition to apply is symmetry as described in Section 4.1.3 with
he side boundaries placed sufficiently far away in order not to
iolate this boundary condition.

.1.5. Bottom
The bottom boundary condition is specified with a no-slip

ondition in which all velocity components are zero. The other
ariables are set according to wall functions which avoid the
eed to resolve the turbulent boundary layer near the wall. These
all functions are based on the universal behavior of flows near
alls. Detailed description of these functions can be found in

eferences [33,34]. The different stability conditions discussed
n Section 2 can be modeled by specifying a temperature or heat
ux at the bottom boundary where negative fluxes correspond

o stable conditions and positive fluxes correspond to unstable
onditions. A concentration flux value for water vapor can also
e prescribed at this boundary to model humidity levels.

.1.6. Pool
The dynamics of the pool are extremely complex particularly

or spills over water where waves and currents can affect pool
preading. Under these conditions the LNG spreads on a turbu-
ent interface and the pool thickness will be very thin (∼1 cm).
rying to resolve this thin turbulent layer within an LNG disper-
ion simulation is computational cost prohibitive. An alternative
pproach would be to perform a calculation of just the pool using
free-surface code. Then the information on pool spread and

vaporation obtained from this simulation can be used as input
or the NG cloud simulation. To date, there are no free-surface
odes that have the capability to perform such a calculation,
ut development is possible if experimental data, not currently
vailable, was obtained. There is also the occurrence of rapid
hase transition (RPT) explosions due to the temperature differ-
nce between the LNG and water resulting in explosive boiling.
hese RPTs occur infrequently during an LNG spill and affect
ispersion by creating large puffs of gas, increasing the distance
o the LFL as found from experiment [25–27].

Due to the difficulties of modeling such complexities, the
pproach to modeling the pool is to assume a circular shape and
o prescribe an inlet velocity. The pool diameter is determined
y a mass balance between the LNG source and the pool evap-
ration. The inlet pool velocity for use in a simulation is in the

as phase, thus it is determined by

g = (ρv)liq

ρg
(45)

s
n
i
fi
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here ρg is the NG density (≈1.76 kg/m3 at 111 K) and (ρv)liq
s the mass flux of LNG. Experimental values for the LNG pool

ass flux range from 0.029 to 0.195 kg/(m2 s). Due to the range
f measured values and measurement uncertainty several sim-
lations should be performed to ascertain the effect of the inlet
ool velocity on dispersion distances. Keep in mind that chang-
ng the mass flux of the NG vapors will change the diameter of
he pool.

The values of k and ε above the pool surface can be approx-
mated with the length scale, D, in this case the pool diameter
nd a turbulent intensity, Ti (∼1–10%).

= 3
2 (vgTi)2 (46)

= C3/4
μ

k3/2

0.07D
(47)

he turbulent intensity is not known exactly so a sensitivity
nalysis can be performed to ascertain the effective magnitude
f this value on the results.

The temperature of the LNG pool (111 K) must also be spec-
fied and is very important since its temperature difference from
he surroundings is responsible for dense-gas behavior. The
ater or ground surface temperature or heat flux must also be

pecified.

.2. Initial conditions

All variables must be given initial values. Ideally, the flow
eld should be uniformly initialized with the inlet conditions. If

his is not possible, then it is necessary to initialize all variables
o zero and allow the flow field to fully develop before releasing
he vapors. Some codes do not allow for very much flexibility
n initialization, a uniform value in space being the only option.
ne might expect that initializing the flow field with a uniform
alue other than zero may expedite the time required to reach a
eveloped flow field. This should be avoided since it can result
n extreme artificial mixing because the inlet velocity values will
e entering a domain where the initialized velocity values will
e greater and some lower than the inlet values thereby resulting
n opposing pressure gradients.

.3. Domain and grid

The approach to determining an adequately sized domain is to
erform exploratory simulations for different domain sizes. This
an be done using a coarse mesh. The methane concentration
ontours over time can be monitored to see if there are boundary
ffects. The 5 and 2.5% volume concentration levels are typically
f interest because the k–εmodel is based upon a time-averaged
ormulation and the ‘true’ LFL may be between the 2.5 and 5%
imulated concentration levels. Thus, the maximum distances
o the 2.5 and 5% concentration levels should be reported with
he realization that the actual distance to a 5% concentration is

omewhere in between. When these concentration contours do
ot change significantly (<1% change) a sufficient domain size
s reached based on a coarse mesh. It can be expected that using a
ner mesh will result in a shorter distance to LFL since turbulent
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ixing is better resolved. Hence, the domain determined using
coarse mesh should be adequate.

A stretched grid in the vertical direction in which nodal points
re concentrated in the cloud region near the surface should be
sed due to the size of the domain and the relatively short height
f the cloud. Evenly spaced nodal points based on spacing neces-
ary to resolve the cloud vertically would be computational cost
rohibitive. For the horizontal direction the grid is more uni-
orm due the extent of the cloud, although a slightly stretched
rid may be used in which nodal points are somewhat concen-
rated in regions of the cloud. This can be ascertained in an
pproximate way by the exploratory simulations performed for
omain determination.

The number of nodal points required to adequately resolve
he cloud can be determined by performing a grid study. Succes-
ive grids, at least three, differing by a factor of 2 can be tested
o determine grid affects on the solution. Due to the extent of
hese clouds and the number of nodes required, a grid indepen-
ent solution usually cannot be reached. Thus, an estimate of
he exact solution can be determined from using Richardson’s
xtrapolation. By determining discretization error from solu-
ions on successive grids an estimate of the exact solution can
e determined. When the solution displays monotonic behavior
his method is fairly accurate. A detailed description of Richard-
on’s extrapolation can be found in [37].

. Validation datasets

During the late 1970s and the 1980s a number of large LNG
pill experiments were conducted at China Lake in California,

aplin Sands in the United Kingdom, and the Nevada Test Site.
he goal of all of these experiments was to measure the evapora-

ion, dispersion, and combustion of spilled LNG so intensively
hat the datasets produced could be used as benchmarks for the
alidation of computer models of that time and in the future.
o do that required extensive measurements of meteorologi-
al parameters such as wind speed, temperature, turbulence,
umidity and solar heat flux, and gas cloud parameters such as
oncentration, temperature, and ground heat flux, over an exten-
ive area and at various heights. It was necessary to conduct the
ests under a variety of meteorological and environmental con-
itions that would include all those that might be encountered
n a real incident. A summary of LNG tests and their charac-
eristics is given in another paper in this journal. From these
ests, the best were selected to be benchmark tests for dispersion

odel validation. These include: Burro 3, 7, 8, 9, Coyote 3, 5,
, Falcon 1, 3, 4, and Maplin (Shell) 15, 27, 29, 34, 35, 39, 56.
summary of these tests, except for Falcon, was developed by

rmak et al. [38] specifically for model validation and includes
ey parameters required to run the models for each test, such as
he Monin–Obukhov parameters, roughness lengths, humidity,
NG composition, spill rate, etc. Information on Falcon can be
btained from the Falcon Data Report [39] and from an analy-

is paper by Chan [40]. Burro information is available from the
urro Data Report [9] and from several analysis papers [41,42]
nd Coyote information from the Coyote Data Report [25,26]
nd several analysis papers [27,41].

g
t
r
c
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The most important tests in all of the test series are Burro
and Falcon 1, because they were conducted under low wind

peed and stable atmospheric conditions. Burro 8 and Falcon
were the only tests to show clearly the effects of large dense

apor clouds excluding atmospheric turbulence and dominat-
ng atmospheric dispersion. Since Falcon 1 was done for vapor
ence evaluation and not free field dispersion, it is less valuable
or model validation, leaving only Burro 8 available for clearly
emonstrating dense-gas effects on dispersion in open terrain.
he average Burro 8 wind speed was 1.8 m/s but it presents a
odeling challenge because the wind speed dropped steadily

uring the test. Gravity flow of the vapor cloud caused Burro
to form the widest and lowest cloud of any of the Burro and
oyote tests and produced the highest peak concentrations and

ongest distance to the LFL (445 m) of any of these tests. The
odest China Lake terrain had a significant effect on the Burro
cloud because of the low wind speed and stable atmosphere.
urro 8 involved the lowest level of ambient turbulence of any of

hese tests allowing the turbulence within the cloud to be damped
y the dense gas. These effects are discussed in more detail in
organ [41], Chan [43], Chan and coworkers [44] and Ermak

nd coworkers [45]. Burro 9 had the highest spill rate of all the
urro and Coyote tests (18.4 m3/min), a moderate wind speed

5.7 m/s), neutral stability and makes an excellent validation test
ase example. It had the longest LFL distance, 270 m neglecting
PTs, of all but Burro 8.

Each measurement has an associated uncertainty and those
re best obtained from the data reports and the analysis reports.
ssessing the uncertainty in a derived parameter is more diffi-

ult because of the need to include the variable contributions of
ind, water, sun, and other environmental parameters. Burro 7
ad the largest spill volume, 39.4 m3, of all the Burro and Coy-
te tests and its spill duration of 174 s was among the longest.
ecause of the long duration of this spill, it provides a good
xample of steady state characteristics. When the vaporization
ate equals the spill rate and the LFL has reached its furthest
istance downwind, the vapor cloud is said to be in steady state.
or this test, steady state existed from about 40 to 190 s at 140 m
ownwind, with concentrations varying from 3 to 7% during this
ime with a mean of about 5%. Since plume meander can only
ower the concentration below the maximum value, the steady
tate concentration was greater than 5%. According to the anal-
sis of Morgan et al. [41] this implies an uncertainty of about
15% in concentration and also implies an uncertainty of ±15%

n LFL distance. We assume that this is typical of all of the tests
t steady state.

Each measurement also has a characteristic response time
ssociated with it, as do the computer models. The field tests
mployed instruments with varying response times. Data from
urbulence measuring stations were sampled at 0.2 and 0.3 s. Gas
oncentration measuring stations were sampled at 1 s intervals.
as concentration data from fast gas sensors were averaged over
0 s and combined with data from slower sensors for contour

eneration and used for determining LFL distances. Examina-
ion of the Coyote gas concentration data using a 2 s average
ather than the nominal 10 s average, resulted in increased peak
oncentrations, reflecting the random nature of the fluctuations.
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ample calculations gave differences in the LFL distances that
ere less than the experimental uncertainty of 15% [41].

. Model validation

Model validation involves detailed comparison of model cal-
ulations with benchmark test data. This does not mean compar-
son of a single parameter, such as the LFL but rather comparison
f all important parameters that influence dispersion of the
apor cloud. Particular care is needed for LNG spill predic-
ions because the spills of interest are typically several orders
f magnitude larger than any experimental data available for
odel validation. In order to have confidence that these mod-

ls are making accurate predictions orders of magnitude beyond
heir validation datasets, it must be assured that all of the physics
nd chemistry important at the larger scale is correctly modeled.
hus, particularly for LNG, it is important to compare multiple
arameters with test data, ideally at several scales. With LNG
ispersion, temperature is particularly important since temper-
ture changes the buoyancy and consequently the dispersion
ehavior of the LNG vapor cloud. For model validation, it is
esirable to make temperature comparisons at various downwind
istances as close to cloud centerline as possible and to look for
ystematic deviation between model and data. Note that when
omparing simulation results to the Burro and Coyote data that
he sensor locations are specified relative to a coordinate system
hat is not aligned with the wind direction. Since a simulation
ypically has a coordinate system aligned with the wind direc-
ion a rotation transformation is required to compare the same
ocations. In the Burro and Coyote tests, the x-coordinate was
efined to be in the downwind direction and y-coordinates in
he crosswind direction. Thus, if X1 and Y1 are the given coor-
inates in the test reports then to transform to X2 and Y2, the
imulation locations relative to the wind, the following relations
an be used:

2 = X1 cos θ + Y1 sin θ (48)

2 = Y1 cos θ −X1 sin θ (49)

uring the Burro 8 test the wind direction was shifted 9.8◦ from
he sensor array coordinate system, thus the transformed location
or sensor G11 at the 140 m arc, as an example, would be the fol-
owing as shown in Table 1. The transformed coordinates differ
ignificantly, indicating the importance of performing this trans-
ormation in order to compare corresponding locations between
imulation and data measurements.
Several examples of these comparisons have been selected
rom the available experimental datasets and published CFD
esults. In Fig. 2, we see temperature data from Burro 8 measure-
ents at 1 m elevation for 57 and 140 m downwind, compared

r
b
t
s

able 1
xample of coordinate transformation for Burro 8 data

ensor (at
40 m arc)

x-Location (m) (relative
to sensor array centerline)

y-Location (m) (relative
to sensor array centerline)

Ro
(ra

11 112 −84 0.1
7 and 140 m downwind, with FEM3 calculations with the China Lake terrain
nd with flat terrain. Taken from Morgan [41].

o FEM3 CFD calculations, with and without China Lake terrain
ffects, from Morgan et al. [41]. It is clear that terrain effects are
mportant for Burro 8 calculations. The model under estimates
he initial temperature drop when terrain effects are included
t 57 m but is better at 140 m. The model has the temperature
eturning to ambient too quickly at both locations, probably

ecause it does not account for the fact that the ground cools,
hereby reducing the heat flow, nor for the fact that the wind
peed decreases steadily during the test.

tation angle
d)

x-Location (m) (relative
to wind direction)

y-Location (m) (relative
to wind direction)

71 96.1 −101.8
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effects. It is apparent that RPTs increased the peak concentra-
tions downwind, although only for a very brief time. Crosswind
ig. 3. Burro 9 gas concentration measurements at 1 m elevation at 140 and
00 m down wind, compared to FEM3 calculations with and without China
ake terrain. Taken from Morgan [41].

Gas concentration is ultimately the parameter of most inter-
st. Here too it is desirable to compare model calculations with
ata for various distances downwind and to look for trends as
function of downwind distance that indicate systematic devi-

tion between model and data. As an example, Fig. 3 shows a
omparison of Burro 9 gas concentration data at the 1 m ele-
ation for 140 and 400 m downwind with FEM3 calculations
ith China Lake terrain and with flat terrain [41]. The multi-
le data curves on each figure are concentration measurements
aken along the specified arc. Clearly even the modest China
ake terrain effects are important for this test as well as Burro
. Probably the most valuable comparisons for model validation
re gas concentration plume parameters. The four recommended
y Ermak et al. [38] are maximum gas concentration, average
round-level plume centerline concentration, plume half-width
nd plume height, all as a function of downwind distance. In

ig. 4 from Morgan et al. [41] the Burro 9 gas concentration
ontours generated from gas concentration data are compared
o calculated contours at 1 m above ground at the time of max-
mum extent. At 80 s and within about 100 m of the source, the

F
r
o

ig. 4. Comparison of Burro 9 horizontal contours at 1 m elevation with FEM3
alculations which include China Lake terrain. Taken from Morgan [41].

xperimental contours are not very reliable because the sensors
lose to the spill point were covered by mud from the RPTs.
he difference in time may be due to variations in ambient wind
peed, variations in vapor generation rate or the large RPTs that
ccurred late in the test and perturbed the vapor cloud. Fig. 5
hows a comparison of the Burro 9 peak concentrations as a func-
ig. 5. Peak Burro 9 gas concentration data with and without RPT influence
emoved vs. downwind distance compared to FEM3 calculations with and with-
ut China Lake terrain included. Taken from Morgan [41].
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ig. 6. Burro 9 vertical vapor concentration (vol%) contours, crosswind at var
ifferent horizontal scales. Taken from Morgan [41]. (a) Experiment (Burro 9)

as concentration comparisons at multiple downwind distances
re also important for model validation. Fig. 6 shows crosswind
ontours for Burro 9 at downwind distances of 57, 140, and
00 m compared to FEM3 calculations that included China Lake
errain [41]. The times were chosen during the steady state phase
f vapor cloud development when the cloud achieved maximum
rosswind extent. The FEM3 calculations agree well with the
xperimental contours, except at 57 m downwind where the low
xperimental values are due to mud splattered on the gas sensors
y RPTs.

. Conclusion

The primary intent of this paper was to provide a CFD user
ith an understanding of first-order effects on simulated LNG
apor dispersion distances, and to bring forth issues that a user
hould be aware of before attempting a simulation. As pre-
iously noted, it is important for a CFD code to model the
evel of turbulent mixing in the atmosphere. Thus, the pre-LNG
elease simulated profiles of velocity, temperature, turbulent
inetic energy, and dissipation must be compared against either
easured profiles or approximate functions based on similarity
heories.
It is also imperative that simulation results are compared with

xperimental data such as those available from the Burro, Coy-
te, and Falcon tests. As previously stated, there is no universal

p
s
e
I

ownwind distances and selected times compared to FEM3 calculations. Note
) FEM3 (variable terrain).

urbulence model and thus a user must realize the range of appli-
ability of the model under use. This can be done by researching
elevant literature, and more importantly performing a sensitiv-
ty analysis by varying parameters such as the inlet pool velocity
nd atmospheric profiles to determine their effect on dispersion
istances. Sensitivity to atmospheric profiles alludes not only
o different stability conditions, but also to measurement uncer-
ainty. Given that measurement uncertainty can vary by typically

20%, sensitivity to this variation should be performed. It would
lso be of interest to test a code not only with magnitude variation
ut also the shape or form of the functional relations specified
n Section 2.

Designing a computational experiment includes specifying
he domain, grid, boundary and initial conditions. To arrive at
final result a user must go through an iterative process, such

s that involved in appropriate domain and grid determination
hich usually cannot be arrived at from a first attempt. Each of

hese specifications can have a very significant effect on disper-
ion distances. It is recommended that a user experiment with
ariation of these specifications to realize the magnitude of their
ffect.

Finally, an additional physical consideration raised in this

aper is the inclusion of the Coriolis force. Given the possible
cale of releases from currently proposed offshore facilities, the
ffect of this force on LNG dispersion should be ascertained.
t is a question of not only determining how much additional
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